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Risk in the GDPR

Article 24
Responsibility of the controller

1. Taking into account the nature, scope, context and purposes of processing as well as the #i8ks of varying likelihood
and severity for the rights and freedoms of natural persons, the controller shall implement appropriate technical and

organisational measures to ensure and to be able to demonstrate that processing is performed in accordance with this
Regulation. Those measures shall be reviewed and updated where necessary.
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Risk in the GDPR

Article 1
Subject-matter and objectives

1.  This Regulation lays down rules relating to the protection of natural persons with regard to the processing of
personal data and rules relating to the free movement of personal data.

2. This Regulation protects fundamental rights and freedoms of natural persons and in particular their right to the
protection of personal data.

3. The free movement of personal data within the Union shall be neither restricted nor prohibited for reasons
connected with the protection of natural persons with regard to the processing of personal data.
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(75) The risk to the rights and freedoms of natural persons, of varying likelihood and severity, may result from
personal data processing which could lead to physical, material or non-material damage, in particular: where the
processing may give rise to discrimination, identity theft or fraud, financial loss, damage to the reputation, loss of
confidentiality of personal data protected by professional secrecy, unauthorised reversal of pseudonymisation, or
any other significant economic or social disadvantage; where data subjects might be deprived of their rights and
freedoms or prevented from exercising control over their personal data; where personal data are processed which
reveal racial or ethnic origin, political opinions, religion or philosophical beliefs, trade union membership, and
the processing of genetic data, data concerning health or data concerning sex life or criminal convictions and
offences or related security measures; where personal aspects are evaluated, in particular analysing or predicting
aspects concerning performance at work, economic situation, health, personal preferences or interests, reliability
or behaviour, location or movements, in order to create or use personal profiles; where personal data of
vulnerable natural persons, in particular of children, are processed; or where processing involves a large amount
of personal data and affects a large number of data subjects.
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Article 32 Structural Data Protection
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Process for DPIA
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Risk in the DSA

1.  Providers of very large online platforms and of very large online search engines shall diligently identify, analyse and
assess amy systemic risks in the Union stemming [rom the design or functioning of their service and its related systems,
including algorithmic systems, or from the use made of their services.
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Risk in the DSA

the systemic risks, lai.mg into consideration their ;E".rem}r and pmhahu‘tn}r and shall include 1ha:-fu]]ﬂwmg s_fstmﬁi: risks:
(@) the dissemination of illégal content through their services;

(b) any actual or foreseeable négative effects for the exercise of fundamerntal fights, in particular the fundamental rights 1o
human dignity enshrined in Article 1 of the Charter, to respect for private and family life enshrined in Article 7 of
the Charter, to the protection of personal data enshrined in Article 8 of the Charter, to [reedom of expression and
information, including the freedom and pluralism of the media, enshrined in Article 11 of the Charter, to non-
discrimination enshrined in Article 21 of the Charter, to respect for the rights of the child enshrined in Article 24 of
the Charter and to a high-level of consumer protection enshrined in Article 38 of the Charter;

(c) any actual or foreseeable negative effects on civic discourse and electoral processes, and public security:

(d) any actual or foreseeable negative effects in relation to gender-based violence, the protection of public health and
nﬂmm&wﬁwsnngaﬁvcmm&qum to the person's physical and mental well-being.
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Risk Assessment in the DSA

Article 34

Risk assessment

1.  Providers of very large online platforms and of very large online search engines shall diligently identify, analyse and

assess any systemic 1isks in the Union § from the design or functioning of their service and its related systems,
including algorithmic systems, or from the use made of their services.

Article 35
Mitigation of risks

1. Providers of very large online platforms and of very large online search engines shall put in place reasonable,
proportionate and effective mitigation measures, tailored to the specific systemic risks identified pursuant to Article 34,
with particular consideration to the impacts of such measures on fundamental rights. Such measures may include, where

applicable:
The Evolution of Risk in EU Data Law
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e Alibaba AliExpress
Risk Assessment in the DSA eI
Apple AppStore
e Booking.com

Article 34
¢ Facebook

e Google Play
Risk assessment * Google Maps
e Google Shopping
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1. Providers of very large online platforms and of very large online search engines shall « LinkedIn
assess any systemic risks in the Union stemming from the design or functioning of their's .« Pinterest
including algorithmic systems, or from the use made of their services.
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Article 35

Mitigation of risks

1. Providers of very large online platforms and of very large online se:
proportionate and effective mitigation measures, tailored to the specific syst
with particular consideration to the impacts of such measures on fundament;
applicable:

Very Large Online Search Engines:

e Bing
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Article 18

Systemic Non-Compliance

Market investigation into systematic non-compliance

1.  The Commission may conduct a market investigation for the purpose of examining whether a gatekeeper has engaged
in systematic non-compliance. The Commission shall conclude that market investigation within 12 months from the date
referred to in Article 16(3), point (a). Where the market investigation shows that a gatekeeper has systematically infringed
one or more of the obligations laid down in Article 5, 6 or 7 and has maintained, strengthened or extended its gatekeeper
position in relation to the requirements set out in Article 3(1), the Commission may adopt an implementing act imposing
on such gatekeeper any behavioural or structural remedies which are proportionate and necessary to ensure effective
compliance with this Regulation. That implementing act shall be adopted in accordance with the advisory procedure
referred to in Article 50(2).

2. The remedy imposed in accordance with paragraph 1 of this Article may include, to the extent that such remedy is
proportionate anid necessary in order to maintain or restore fairness and contestability as affected by the systematic non-
compliance, the prohibition, during a limited period, for the gatekeeper to enter into a concentration within the meaning
of Article 3 of Regulation (EC) No 139/2004 regarding the core platform services or the other services provided in the
digital sector or enabling the collection of data that are affected by the systematic non-compliance.

3. A gatekeeper shall be deemed to have engaged in systematic non-compliance with the obligations laid down in
Articles 5, 6 and 7, where the Commission has issued at least three non-compliance decisions pursuant to Article 29
against a gatekeeper in relation to any of its core platform services within a period of 8 years prior to the adoption of the
decision opening a market investigation in view of the possible adoption of a decision pursuant to this Article.
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Risk in the AI Act

authorities, 1:1cludu1fq |‘.‘I‘|. mi]::-mng their guidance and aumg Elptdl'llmlh]'k and in good faith to adequarely mmﬁdt&
any identified significant Fisks o safery, health; and fundamental fphts that may arise during the development,

testing and experimentation in that sandbox.
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Risk in the AI Act

{a) the identification and analysis of the known and the reasonably [oreseeable HSKS that the high-risk Al system can pose
tio higalthy safery o fundamiesntal wights when the high-risk Al system is used in accordance with its intended purpose;

L 1
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Risk in the AI Act

{a) the identification and analysis of the known and the reasonably [oreseeable HSKS that the high-risk Al system can pose
to health, safety or fundamental rights when the lugh-r:sk Al system is used in accordance with its intended purpose;

from models of making LIJFI':IL':- of themselves or :ﬂ-lfvnphcaung or immm_q other mmle]s the wa}rs in which models
can give rise to harmiful bias and discrimination with risks to individuals, communities or societies: the facilitation of
disinformation or harming privacy with threats to democratic values and human rights; risk that a particular event
could lead to a chain reaction with considerable negative effects that could affect up to an entire city, an entire
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Risk in the AI Act

(a) the identification and analysis of the known and the reasonably loresecable FiskS that the high-risk Al system can pose
tio higalthy safery o fundamiesntal wights when the high-risk Al system is used in accordance with its intended purpose;

from mﬂdds of making LIJFI':IL':- of Ltnmsdvu. or :-t‘.'lfvrr.ph[dt[ng or training other mude]s lh-E wa}rs in wlmh models

can give rise to harmiful bias and discrimination with risks to individuals, communities or societies: the facilitation of
disinformation or harming privacy with threats to democratic values and human rights; risk that a particular event
(65) systemic risk’ means a risk thar is sEfciﬁc to the high-impact capabilities of general-purpose Al models, having
a significant impact on the Union market due to their reach, or due to actual or reasonably foresecable negative effects
on public health, safety, public security, fundamental rights, or the society as a whole, that can be propagated at scale
across the value chain;
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Risk in the AI Act

(a) the identification and analysis of the known and the reasonably loresecable FiskS that the high-risk Al system can pose
tio higalthy safery o fundamiesntal wights when the high-risk Al system is used in accordance with its intended purpose;

from mﬂdds of making LIJFI':IL':- of Ltnmsdvu. or :-t‘.'lfvrr.ph[dt[ng or training other mude]s lh-E wa}rs in wlmh maodels

can give rise to harmiful bias and discrimination with risks to individuals, communities or societies; the facilitation of

disinformation or harming privacy with threats to democratic values and human rights; risk that a particular event

(65) systemic risk’ means a risk thar is sEfciﬁc to the high-impact capabilities of general-purpose Al models, having
a significant impact on the Union market due to their reach, or due to actual or reasonably foresecable negative effects
on public health, safety, public security, fundamental rights, or the society as a whole, that can be propagated at scale
across the value chain;

lI.J.lI.J.E’I.'I.I.L }!JI.LEJ.IIL Liama Rllul JJI'I].T ENL L. Ll e RO EREL L E LM RAFLIELAGIEL RAEAL LUy LPGDE Ll E.J.Ill.l-ﬂ.ll'! h\.l.l.'c.l.ﬂl.\.u Lra

manipulated, in particular Hsk'of the actual or foreseeable negative effects on democratic processes, civic discourse
and electoral processes, including through disinformation.
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Risk in the AI Act
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manipulated, in particular Hsk'of the actual or foreseeable negative effects on democratic processes, civic discourse
and electoral processes, including through disinformation.

f]urm:nls. they should be deemed compliant with the cybersecurity requirémr:ni_-i set out in this Regulation in so far

as the achievement of those requirements is demonstrated in the EU declaration of conformity or parts thereof
tbhufd under that regulation. To that end, the assessment of the EybersEclnty fgks) associated to a product with
digital elements classified as high-risk Al system according to this Regulation, carried out under a regulation of the
European Parliament and of the Council on horizontal cybersecurity requirements for products with digital
elements, should consider risks to the cyber resilience of an Al system as regards attempts by unauthorised third
parties to alter its use, behaviour or performance, including Al specific vulnerabilities such as data poisoning or
adversarial atacks, as well as, as relevant, risks to fundamental rights as required by this Regulation.
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(47) Al systems could have an adverse impact on the health and safety of persons, in particular when such systems

- - operate as safety components of products. Consistent with the objectives of Union harmonisation legislation to
RlSk n the AI ACt facilitate the free movement of products in the internal market and to ensure that only safe and otherwise compliant
products find their way into the market, it is important that the Saféy#iSkS that may be generated by a product as

a whole due to its digital components, m;]udm;_ Al systems, are duly prevented and mitigated. For instance,

) : ) _ increasingly autonomous robots, whether in the context of manufacturing or personal assistance and care should be
(a) the identification and analysis of the know able to safely operate and performs their functions in complex environments. Similarly, in the health sector where

to health, ﬂiﬂrmm([mmm ﬂﬂhﬁ'whg the stakes for life and health are particularly high, increasingly sophisticated diagnostics systems and systems
supporting human decisions should be reliable and accurate.

from models of making copies of themselves or wll’rephcatmg or training other models; the ways in which models

can give rise to harmiful bias and discrimination with risks to individuals, communities or societies: the facilitation of
disinformation or harming privacy with threats o democratic values and human rights: risk that a particular event

(65) systemic risk’ means a risk thar is SE‘f-_LlrE to the high-impact capabilities of general-purpose Al models, having
a significant impact on the Union market due to their reach, or due to actual or reasonably foreseeable negative effects

on public health, safety, public security, fundamental rights, or the society as a whole, that can be propagated at scale
across the value chain;
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manipulated, in particular Hsk'of the actual or foreseeable negative effects on democratic processes, civic discourse
and electoral processes, including through disinformation.

f]urm:nls. they should be deemed compliant with the cybersecurity requirémr:ni_-i set out in this Regulation in so far

as the achievement of those requirements is demonstrated in the EU declaration of conformity or parts thereof
tbhufd under that regulation. To that end, the assessment of the EybersEclnty fgks) associated to a product with
digital elements classified as high-risk Al system according to this Regulation, carried out under a regulation of the
European Parliament and of the Council on horizontal cybersecurity requirements for products with digital
elements, should consider risks to the cyber resilience of an Al system as regards attempts by unauthorised third
parties to alter its use, behaviour or performance, including Al specific vulnerabilities such as data poisoning or
adversarial atacks, as well as, as relevant, risks to fundamental rights as required by this Regulation.
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(47) Al systems could have an adverse impact on the health and safety of persons, in particular when such systems

- - operate as safety components of products. Consistent with the objectives of Union harmonisation legislation to
RlSk n the AI ACt facilitate the free movement of products in the internal market and to ensure that only safe and otherwise compliant
products find their way into the market, it is important that the Saféy#iSkS that may be generated by a product as

a whole due to its digital components, m;]udm;_ Al systems, are duly prevented and mitigated. For instance,

increasingly autonomous robots, whether in the context of manufacturing or personal assistance and care should be

(@) the identification and analysis of the § (125) Given the complexity of high=risk Al systems and ilie risks that are associated with them. it is important to develop

to health, ﬂiﬂrmm‘ﬂ r]ﬂht an adequate conformity assessment procedure for high-risk Al systems involving notified bodies, so-called third
ey gy e emmeeepes e e party conformity assessment. However, given the current experience of professional pre-market certifiers in the field
from models of making copies of themselvi of product safety and the different nature of risks involved, it is appropriate to limit, at least in an initial phase of
can give rise to harmful bias and diserimina application of this Repulation, the scope of app]iuuimn of third- -party conformity assessment for high-risk Al
disi.n!hrmatiun or h;irmjn_q Pﬁ"'a‘:}’ with lh; Systems mer than those related to products. _i_htrt_"lﬂl!'t the mnjcnrm:w assessment of such systems should be

|--l-l-;_'u-1 i ma a masnssal sila e sha asmaoldas semdas ko aes sanm el welsh sla Gnlv tm_tpuun uf ‘tl L}lhl‘-mb

(65) ‘systemic M means a risk that is sEfch to the h;Lh -impact capabilities of general-purpose Al models, having
a significant impact on the Union market due to their reach, or due to actual or reasonably foreseeable negative effects
on public health, safety, public security, fundamental rights, or the society as a whole, that can be propagated at scale
across the value chain;

lJ.J.II.J.&'I.'I.I.L }!JI.LEJ.IIL Liama Rllul JJI'I].T ENL L. Ll e RO EREL L E LM RAFLIELAGIEL RAEAL LUy LPGDE Ll E.J.Il.l_l-ﬂ.ll" h\.u.\.[uu.u Lra

manipulated, in particular Hsk'of the actual or foreseeable negative effects on democratic processes, civic discourse
and electoral processes, including through disinformation.

f]l:.‘r'rlt:nls. they should be deemed compliant with the cybersecurity requirémr:ni_-i set out in this Regulation in so far

as the achievement of those requirements is demonstrated in the EU declaration of conformity or parts thereof
tbhufd under that regulation. To that end, the assessment of the EybersEclnty fgks) associated to a product with
digital elements classified as Iugh risk Al system according to this Regulation, carried out under a regulation of the
European Parliament and of the Council on horizontal cybersecurity requirements for products with digital
elements, should consider risks to the cyber resilience of an Al system as regards attempts by unauthorised third
parties to alter its use, behaviour or performance, including Al specific vulnerabilities such as data poisoning or
adversarial atacks, as well as, as relevant, risks to fundamental rights as required by this Regulation.
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(47) Al systems could have an adverse impact on the health and safety of persons, in particular when such systems

- - operate as safety components of products. Consistent with the objectives of Union harmonisation legislation to
RlSk n the AI ACt facilitate the free movement of products in the internal market and to ensure that only safe and otherwise compliant
products find their way into the market, it is important that the Saféy#iSkS that may be generated by a product as
a whole due to its digital components, m;]udm;_ Al systems, are duly prevented and mitigated. For instance,
increasingly autonomous robots, whether in the context of manufacturing or personal assistance and care should be

(@) the identification and analysis of the § (125) Given the complexity of high=risk Al systems and ilie risks that are associated with them. it is important to develop

to health, ﬂiﬂrmhm‘lmﬂ“ﬂ r]ﬂht an adequate conformity assessment procedure for high-risk Al systems involving notified bodies, so-called third
Ty e oy s e et g party conformity assessment. However, given the current experience of professional pre-market certifiers in the field
from models of making copies of themselvi of product safety and the different nature of risks involved, it is appropriate to limit, at least in an initial phase of
: amalisailon af dhiz Dandaidne dtha conma af acalicasine Al ihied cacier coslnemslio assanceans foe hiah < g1

Gin g f"‘- n'—"‘? to harsmful bmm dm (155} In order to ensure that providers of high-risk Al systems can take into account the experience on the use of high-risk i
df:-.mﬁnr:natmn or hi*m'““ﬂ privacy with lh* Al systems for improving their systems and the design and development process or can take any possible corrective m:

action in a timely manner, all providers should have a post-market monitoring system in place. Where relevant,
post-market monitoring should include an analysis of the interaction with other Al systems including other devices
and software. Post-market monitoring should not cover sensitive operational data of deployers which are law

(63) 'systemic ri‘ﬂl:’ means a risk thar is SEI-

a signilicant impact on the Union mar

on pub]lc health, safety, public security, enforcement authorities. This system is also key to ensure that the possible fisks emerging from Al systems which
across the value chain: cofitifitie 10 learn’ alter being placed o thé market or put into service can be mare efliciently and rimely addressed.
LLSLGZAIL BPOMLLC 13RS GGGl daay s In this context, providers should also be required to have a system in place to report to the relevant authorities any
[nmipulg'[ﬂd in p.:trULuE.ir ﬁghnf the serious incidents resulting from the use of their Al systems, meaning incident or malfunctioning leading to death or

and electoral processes, including the setious damage to health, serious and irreversible disruption of the management and operation of critical

infrastructure, infringements of obligations under Union law intended to protect fundamental rights or serious

f]l.‘['fltl.‘llﬂ- they should be deemed complian damage to property or the environment.

as the achievement of those requirements is demonstrated in the EU declaration of Lunﬁ:rrmn}' or parts thereof
tbhufd under that regulation. To that end, the assessment of the EybersEclnty fgks) associated to a product with
digital elements classified as Iugh risk Al system according to this Regulation, carried out under a regulation of the
European Parliament and of the Council on horizontal cybersecurity requirements for products with digital
elements, should consider risks to the cyber resilience of an Al system as regards attempts by unauthorised third
parties to alter its use, behaviour or performance, including Al specific vulnerabilities such as data poisoning or
adversarial atacks, as well as, as relevant, risks to fundamental rights as required by this Regulation.
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(47) Al systems could have an adverse impact on the health and safety of persons, in particular when such systems
operate as safety components of products. Consistent with the objectives of Union harmonisation legislation to
facilitate the free movement of products in the internal market and to ensure that only safe and otherwise compliant
products find their way into the market, it is important that the Saléiyfisks that may be generated by a product as
a whole due to its digital components, including Al svers— ly prevented and mitigated. For instance,

increasingly autonomous rubms. whether in +»- ? or personal assistance and care should be

el with them. it is important to develop
mvolving notified bodies, so-called third
fessional pre-market certifiers in the field
te to limit, at least in an initial phase of

bhink =l 41
he experience on the use of h: gh-risk be

v or can take any possible corrective -
g system in place. Where relevant, s
Al systems including other devices
data of deployers which are law

an adeguar~
emerging from Al systems which

.. ue more efliciently and timely addressed.

-« aystem in place to report to the relevant authorities any

- werr Al systems, meaning incident or malfunctioning leading to death or

., serious and irreversible distuption of the management and operaton of critical

wsc, miringements of obligations under Union law intended to protect fundamental rights or serious

(125) Given the complexity of B

melnemalice Ansassaasat L

— uig CAPACILY 10 Lﬂnrm[ physical systems and interfere with critical infrastructure; HSkS

" or training other madels; the ways in which models

can give rise to harmful bias and discrimination with risks to individuals, communities or societies; the facilitation of
disinformation or h.:mung‘ privacy with threats to democratic values and human rights: risk that a particular event

CICIMCTILS, SOHO0Wd COMSIAET NSKS 10 UIC CYDCT TUSIICTICT O aIl Al SYSLEIT 45 Fegards dilCmpis 0y Uunautnornscd
parties to alter its use, behaviour or pcr!urrn.lncc including Al specific vulnerabilities such as data poisoning or
adversarial atacks, as well as, as relevant, risks to fundamental rights as required by this Regulation.
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Article 27

R iSk Assessmen t i” t he A I AC t Fundamental rights impact assessment for high-risk Al systems

1. Prior to deploying a high-risk Al system referred to in Article 6(2), with the exception of high-risk AI systems
intended to be used in the area listed in point 2 of Annex III, deployers that are bodies governed by public law, or are private
entities providing public services, and deployers of high-risk Al systems referred to in points 5 (b) and (c) of Annex III, shall
perform an assessment of the impact on fundamental rights that the use of such system may produce. For that purpose,
deployers shall perform an assessment consisting of:

(a) a description of the deployer’s processes in which the high-risk Al system will be used in line with its intended purpose;

(b) aldescription of the period of time within which, and the frequency with which, each high-risk Al system is intended to
be used;

(c) the categories of natural persons and groups likely to be affected by its use in the specific context;

(d) the'specific risks of harm likely to have an impact on the categories of natural persons or groups of persons identified
pursuant to point (c) of this paragraph, taking into account the information given by the provider pursuant to
Article 13;

(e) a description of the implementation of human oversight measures, according to the instructions for use;

(f) the measures to be taken in the case of the materialisation of those risks, including the arrangements for internal
governance and complaint mechanisms.
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Article 9

Risk Assessment in the AT Act g managemen system

1. A risk management system shall be established, implemented, documented and maintained in relation to high-risk Al
systems.

2. The risk management system shall be understood as a continuous iterative process planned and run throughout the
entire lifecycle of a high-risk Al system, requiring regular systematic review and updating. It shall comprise the following
steps:

(a) the identification and analysis of the known and the reasonably foreseeable risks that the high-risk Al system can pose
to health, safety or fundamental rights when the high-risk AI system is used in accordance with its intended purpose;

(b) the estimation and evaluation of the risks that may emerge when the high-risk Al system is used in accordance with its
intended purpose, and under conditions of reasonably foreseeable misuse;

(¢) the evaluation of other risks possibly arising, based on the analysis of data gathered from the post-market monitoring
system referred to in Article 72;

(d) the adoption of appropriate and targeted risk management measures designed to address the risks identified pursuant to
point (a).
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Risk Assessment in the AI Act

o FRIA (Art. 27 AIA):

(4) ‘deployer’ means a natural or legal person, public authority, agency or other body using an Al system under its
authority except where the Al system is used in the course of a personal non-professional activity;

= But only if governed by public law, private entity providing essential services or
Al systems for credit scoring or life and health insurance

e Risk Management System (Art. 9 AIA):

(3) ‘provider’ means a natural or legal person, public authority, agency or other body that develops an Al system or
a general-purpose Al model or that has an Al system or a general-purpose Al model developed and places it on the
market or puts the Al system into service under its own name or trademark, whether for payment or free of charge;
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(155) In order to ensure that providers of high-risk Al systems can take into account the experience on the use of high-risk

The E pi tame Of A I A ”Xiety Al systems for improving their systems and the design and development process or can take any possible corrective

action in a timely manner, all providers should have a post-market monitoring system in place. Where relevant,

(47) Al systems could have an adverse impact on the health and safety of persc post-market monitoring should include an analysis of the interaction with other Al systems including other devices
operate as safety components of products, Consistent with the objectives o and software. Post-market monitoring should not cover sensitive operational data of deployers which are law
facilitate the free movement of products in the internal market and to ensure t enforcement authorities. This system is also key to ensure that the possible fisks emerging from Al systems which
products find their way into the market, it is important that the Safety Hisks « continue to learn’ after being placed on the miarket or put into service can be more efliciently and timely addressed.

In this context, providers should also be required to have a system in place to report to the relevant authorities any
serious incidents resulting irum lht‘ use of their Al systems, meaning incident or malfunumnm;. leading to death or

- — - - - ol e FeE ey I [ . HISE YR e PR e S e IR e il Ry MRS TG RN s I |

(b) Al systems mtended to be used by or on behalf of competent public authorities or by Union institutions, bodies,

offices or agencies to assess a risk, including a security risk, a risk of irregular migration, or a health risk, posed
by a natural person who intends to enter or who has entered into the territory of a Member State;

a who]u du: 0 i'LS digiul components, an]uding hl systems, uri: du!:,' pr

P TR S
i

(653) 'Systemic fsk" means a risk nat 18 specnc o me MgR-Impact capapimes ol genera-purpose Al modeis, naving

:[;;';;;‘ a significant impact on the Union market due to their reach, or due to actual or reasonably foresecable m.;,am e effects

o [h)1] uh]iﬂ h[‘,;j_[[h,s,;!ff = ‘L_'I"_'"I'l" e '_IJ__"' PR e T T el ety = Moy T TS e e e T, LT
ffl‘l“;‘—" am'fﬁ the value chai from models of making copies of themselves or wlfvrnphcatmg or training other mudc]s the wa}rs in which models
S S I S R G e ' individuals,

flmnms they should be deemed ¢ ©a1 give rise 1o harmful bias and discrimination with risks to Communities or sogieties; the facilitation of

as the achievement of those requy Sisnformation or harming privacy with threats to democratic values and human rights; risk that a particular event

Es::ued under that re ire

it 1. (120)  Furthermore, obligations placed on providers and deployers of certain Al systems in this Regulation to enable the
igital elements clas J ]

European Parliamer detection and disclosure that the outputs of those systems are artificially generated or manipulated are particularly
T g relevant to facilitate the effective implementation of Regulation (EU) 2022/2065. This applies in particular as regards
use, "3;;“ mi.nf“f fm“’fu the obligations of providers of very large online platforms or very largL online search engines to identify and
can give fise to h;irmﬁllg bi mitigate systemic risks that may arise from the dissemination of content that has been artificially generated or

dliia b misinn or Bacitie [I'Ii.'iI'l:I[.'luld'ltd. in particular sk of the actual or foreseeable negative effects on democratic processes, civic discourse
and electoral processes, including through disinformation.
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Dr. Felix Bieker
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