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Goal: secure your home

»  Option 1. Wait for security incident, then fix it

» Penetrate & patch

> Option 2. Invite ex-burglar to point out weaknesses, then install
defenses

» Security as an afterthought

» Option 3. Think about security before house is being built,
involving security professionals
» Security by design
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Some terminology

exploit vulnerability/

weakness

countermeasure/
control attack

DistriN=t

3



Terminology example

Asset: stamp collection
Threat: collection is stolen
Threat agent: burglar who needs money

Risk: value of collection x likelihood of being stolen

Attack: successful theft

Countermeasure: locked door
Weakness: lock with pin tumbler Exploit: pick the lock with standard tools
Countermeasure: stored in safe

Weakness: safe not anchored Exploit: remove entire safe
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Weakness: only protects at network level Exploit: application-level attack

Countermeasure: access control

Weakness: application has full DB access Exploit: SQL injection
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3 dimensions of security: Goals, Threats, Design

Security Design
Analysis

s

- -—-
- e

Risk Analysis Design Process

TURPE, S., 2017. The Trouble With Security Requirements. In 25th IEEE International Requirements Engineering
Conference. IEEE Computer Society. 6 DIStrI N=t



3 dimensions of el Is, Threats, Design

sufficient to prevent
interception?

Security Design 0 Data in transit is
Analysis - nepies
'l
’
’
‘l
: T
In order for this data to
°
AttaCkerSdmay tl’KlItO .! ® remain confidential, given
mterceptt at?tw lle ' that it’s likely that attackers
in transi . can intercept it, the data
A% needs to be encrypted

while in transit

Is interception a likely

What are design
options to ensure
confidentiality?

and important threat
to confidentiality that
we need to protect
against?

| want this data to
remain confidential

dle With Security Requirements. In 25th IEE
omputer Society. 7



GOALS

> ClAtriad
» Confidentiality
»  Integrity
»  Availability
» Extensions (top-level?)
»  Authentication
» Accountability / Nonrepudiation
»  Auditability
» Assurance
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THREATS: STRIDE

» Spoofing

» Tampering

> Repudiation

» Information disclosure
» Denial of service

» Elevation of privilege

This is only one way to categorize threats, many others exist... 9 DlStrl N :t



Spoofing




Tampering




Repudiation
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Information disclosure




Denial of service




Elevation of Privilege
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Everything is connected

.. you should care about this

By TAMPERING with the connection Asset: network connection
E> the password of the user was DISCLOSED to the attacker Asset: user password

B which enabled the attacker to SPOOF the user Asset: user authenticity

and change the user’s password to DENY access to the SERVICE  AGEEISCT Yol R-Telots1E

leading to monetary loss for the company Asset: money

If you care about this...
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Everything is connected

By TAMPERING with the connection
E> the password of the user was DISCLOSED to the attacker
h which enabled the attacker to SPOOF the user at another service

h leading to monetary loss for the other company
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The main cause of security problems?

Wrong assumptions!

)

About data formats
» Names do not contain special characters
About guarantees provided by other components
»  Access control will be dealt with later in the process
About trustworthiness of components
» JavaScript sent to a web browser will always run as expected
About capabilities of attacker

» An attacker will never discover this

About behavior of users

» A user would never try to do circumvent this

18

DiStrlN:t



Threat modeling
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Threat modeling

What? | threat

modeling

JeESH 3

“In short, threat modeling is the use

of abstractions to aid in thinking

about risks.”

Shostack, A., 2014. Threat Modeling. Wiley. Systems

Also known as:

architectural risk analysis (ARA)
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3 approaches to threat modeling

» Attacker-based
» Who are possible attackers?

» What would the attacker do? -

> Asset-based

» What assets do | have to protect?

» System-based

» What is the system I'm protecting?
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Attacker-based
“Think like an attacker!”

“Preparing a meal?
Think like a chef!”

Can you list all
your (potential)
attackers?

Do you know what
they're after?



Asset-based

» List your assets

» What do you want to protect?

» What does the attacker want?

» Think like an attacker!

> How to protect them?

= what are the threats to these assets?
Back to #1...

23

DistriN=t



System-based
4-questions model (Shostack)

> What are we building?

> What can go wrong?

» And do we care?

> What to do about it?

» Did we do a good job?

24



System-based
ATASM (Schoenfield)

Attack

» Architecture (system details)

» Threats (threat agents)

» Attack surfaces (potential attacks)

» Mitigations (security controls)
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Attack trees
(Threat trees)

» Similar to fault trees (safety & reliability)

» RUITERS, E. AND STOELINGA, M., 2015. Fault tree analysis: A survey of the state-of-the-art in modeling,
analysis and tools. Computer Science Review, 15-16, pp.29-62.

> Root = the attacker’s goal

» Hierarchically describe different conditions (cause/effect)

under which the parent may occur; AND/OR decompositions

» Vizualisation: tree, cause/effect (fishbone) diagram, ...

SCHNEIER, B., 1999. Attack trees. Dr. Dobb’s Journal, (December). Distrl N=t
https://www.schneier.com/academic/archives/1999/12/attack trees.html -



https://www.schneier.com/academic/archives/1999/12/attack_trees.html

Attack trees
Example (banking)

Steal money
from customer's
account

) e
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Attack trees
Example (banking)

Steal money

from customer's
account
Steal money
tShteaI money through web
rough ATM banking
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Attack trees
Example (banking)

Steal money
from a
customer's
account

Steal money
through ATM

akKe
Obtain a possession of Use own
customer's a cus’cg?mer's card and
card & code card & code
J (AND) code
| . . |
Rob a Obtain a Ente_r Enter a source
matchmg account of
customer card code somebody else
1 1
1 1 1 1
Use_ card Copy &) Fabricate Use thermal Pick a code
left in an reading to and cycle
card a card obtain code through cards

ATM




Steal money
from a
customer's
account

Attack trees
Example (banking)

Steal money
through web
banking

Obtain a
customer's
login
credentials

Fake knowledge

of login
credentials (AND)

Obtain Obtain

Credentials
L Shoulder - password for username for
Phishing surfing v;rltten = known 2 known
own username password L Ay ¢



Atta Ck | | b ra ri es: C A P E C CAPEC-115: Authentication Bypass

Attack Pattern ID: 115 Status! Draft
Abstraction: Veta

Presentation Fitter: x|

¥ Description
An attacker gains access to application, service, or device with the privileges of an
authorized or privileged user by evading or circumventing an authentication

) M IT R E CAP E C CO m mo n AttaCk Patte r'n mechanism. The attacker is therefore able to access protected data without
authentication ever having taken place. This refers to an attacker gaining access

equivalent to an authenticated user without ever going through an authentication
procedure. This is usually the result of the attacker using an unexpected access

E n u m e rati O n a n d C I aSS ifi Cati O n ) procedure that does not go through the proper checkpoints where authentication should

occur. For example, a web site might assume that all users will click through a given
link in order to get to secure material and simply authenticate everyone that clicks the

. . link. However, an attacker might be able to reach secured web content by explicitly
h ttp . //Ca DeC . m Itre . O rQ/ entering the path to the content rather than clicking through the authentication link,
thereby avoiding the check entirely. This attack pattern differs from other
authentication attacks in that attacks of this pattern avoid authentication entirely,
rather than faking authentication by exploiting flaws or by stealing credentials from

» Structured collection of attack patterns (e.g.,  ietmate user

¥ Typical Severity

CAPEC-115 Authentication bypass); Medium

¥ Relationships
The table below shows the other attack patterns and high level categories that are

I related to this attack pattern. These relationships are defined as ChildOf and ParentOf,
) 26 I ISted u Se Cases and give insilght to similar items that may exist at higher and Iowerllevels of
abstraction. In addition, relationships such as CanFollow, PeerOf, and CanAlsoBe are
. H defined to show similar attack patterns that the user may want to explore.
(https://capec.mitre.org/about/use cases.html) T i bl
ParentOf : 87 Forceful Browsing
. . ParentOf 461 Web Services API Signature Forgery Leveraging Hash
» From requirements to evaluation Function Extension Weakness
ParentOf B 480 Escaping Virtualization

» Com mon theme' Com pose a CheCkl iSt The table below shows the views that this attack pattern belongs to and top level

categories within that view.
View Name Top Level Categories
Pomains of Attack Software
Mechanisms of Attack  Subvert Access Control

¥ Prerequisites

31 An authentication mechanism or subsystem implementing some form of
authentication such as passwords, digest authentication, security certificates, etc.


http://capec.mitre.org/
https://capec.mitre.org/about/use_cases.html

Checklist-based evaluation
https://github.com/OWASP/ASVS

» XSS and SQL injection
5.3.3 Verify that context-aware, preferably automated - or at worst, manual - output v v v 79
escaping protects against reflected, stored, and DOM based XSS. (C4)

5.3.4 Verify that data selection or database queries (e.g. SQL, HQL, ORM, NoSQL) use v v v 89
parameterized queries, ORMs, entity frameworks, or are otherwise protected

from database injection attacks. (C3)

> Custom crypto

6.2.2 Verify that industry proven or government approved cryptographic algorithms, v v 327
modes, and libraries are used, instead of custom coded cryptography. (C8)

6.2.3 Verify that encryption initialization vector, cipher configuration, and block modes v v 326
are configured securely using the latest advice.
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https://github.com/OWASP/ASVS

Originated at Microsoft in 1999

Spoofing, Tampering, Repudiation, Information disclosure,

Denial of service, Elevation of privilege

Nowadays a basis for a lot of practical threat modeling
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Applying STRIDE

v

Option 1: Use STRIDE mnemonic when looking for threats
» Brainstorming, EoP card game, ...

» Focus on assets, attackers, software

v

Option 2: More systematic variants (~ algorithmic)
» STRIDE per element

» STRIDE per interaction (implemented in Microsoft’s tool)

v

No completeness guarantees!

v

Only the discovery of a threat matters, not its precise categorization!
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Applying STRIDE systematically

» Create a model (diagram) of your software

> Apply knowledge base to the model to elicit threats

35 DistriN=t



Applying STRIDE systematically: an analogy

Forced Stolen Observe
entry inhabitants

Door X

Window X X
Garage door X X

Fence X X

Possible threats:

* Forced entry through front door

» Enter through front door using stolen key

* Forced entry through back door

« Enter through back door using stolen key

* Forced entry through kitchen window

* Observe inhabitants through kitchen window
* Forced entry through garage door

36 DiSthN:t
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STRIDE input: data flow diagram (DFD)

ELEMENT APPEARANCE MEANING EXAMPLES
) Exte rn a I e n tl t External entity Process Rounded rect- Any running code Code writteninC,
angle, circle, or C#, Python, or PHP

concentric circles

Data flow Arrow Communication between Network connec-
processes, or between tions, HTTP, RPC,
) P rO Ce S S Process processes and data stores LPC

Data store Two parallel Things that store data Files, databases, the
lines with a label Windows Registry,
D t t between them shared memory
) dla Slore Data store Data segments
store External Rectangle with People, or code outside Your customer,
entity sharp corners your control Microsoft.com
) Data ﬂ ow —— Shostack, A., 2014. Threat Modeling. Wiley.

> Trust boundary — = = = =3 place where principals (with different privileges) interact
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STRIDE input: data flow diagram (DFD)
Example of a DFD

......................................................................................................

» P7. Sync engine

: Smartphone H
[ L T T
i RPM App P
N .. ............................................... s E
P OF6.
HE Local P3.ADP N\ g .
N ost. Slorage S5ra swreT\_ syncer €
T retrieve data Vo
: DF2. Store / retrieve data :
. DF3. Store / retrieve data P
i1 (P1. Exteral P2. App U< —
11\ sensor sync DFS5. Fill out questignnaires /
P view statug
DF1. Send data / config up

E1. Sensor

E2. Patient

DF12. Fill out questionnaire DF13, Update patient case /

View questionnaire view patient data

E4. Physician

WDF7. Store / retrieve data

DF11, Store / retrieve data

DS2. Patient data store

DF17. Send patient data

DF15. Request patient data /

DF14. r:?pnmt data retrieve T“"" data

ES. Researcher

EB. Pharmaceutical company




STRIDE

per element
S T R I D E
External Entity  x X
Process X X X X X X
Data Flow X X X
Data Store X ? X X

For each DFD element:
For each STRIDE category:

If table contains an ‘X’ at intersection, you’ve found a (potential) threat
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STRIDE

per element

—— —~ Ot
-
D e -\ S T R I D 3
L N e - - o
—— 0 e R External Entity X X
L] - 1 e - v
—— - A o) ” - o — e S g s Process x X X X X X
H T e i
| LT e e e Data Flow X X X
g - A
ot et e g o Data Store X ? X X
pd * - 2

Element type

External entity Sensor Spoofing of sensor
Repudiation by sensor

Patient Spoofing of patient
Repudiation by patient

Data store Local storage Tampering with local storage

Information disclosure through local storage
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STRIDE

per element
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STRIDE: threat trees

» STRIDE threats are very

generic

)

Threat tree: refinement of

threats

External Entity

[

Process

Data Flow

Data Store

Spoof Client
Obtain Authentication Insufficient Backup
credentials ul authentication authentication
Knowledge based
Transit = —  Local login —  Null creds = authentication
(KBA)
Change Privileged Guest/anon Chained
management access creds authentication
: Information
Federation | Remote spoof P'w"?bb Ll disclosure
issues creds (e-mail)
Factory default
Storage creds
Downgrade
M Atserver authentication
No Other
- At KDC : authentication
authentication attack
H  Atclient
1 At3 party

Figure B-1: Spnox

inaQ an extemnal entity (client)




Microsoft Threat Modeling Tool

W WetRIC plan” - Mcrosoft Threat Modeling Tool (Preview) =)

Fie Ede Yeew Settings Dugram Eeports  Melp

» Catalogs with types of _ T

T Speofng of the End User A Etemal De:

Categery: pecing

End User A muay be spocfed by as amac
lead 10 data besng sert 1o the attacker's
End User A. Consider uting @ standerd |
mechansm 10 -1"’-". he extemal enti

Descapton

» processes, data stores,

Junicaton:

reeacnon  DIwierd-usedd interston

external entities,

Prosty: High ~

data flows

» Threats

O ~ Digam Chasged By ~ LastModiied  Sume . Tk * Categery  ~ Deic
. 1 WebRIC Genesated NotStarted  Speofingof L. Sposfing End
> In practice: generates e ot WSt DouPemon. Do
p - 4 WebRTC Generated Not Started Speofing the... Sposfing Beon
5 WebRTC Generated Not Started Spoofing the Spocfing End
WebRTC Generated Not Started Potentisl Lac Tampeting Dats
. 7 WebRTC Generated Mot Started Potentis Dat Repudiation Beon
I OtS Of I rre I eva nt th re atS & WebRTC Generated Not Started Dats Flow Sal.  Informaticn Dats
» WebRIC  Generate d Not Started Potentisd Pro. Dersal Of Ser... Beon

Theeat Properties  Notes - no antnes

LJISTriN=T
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https://blogs.msdn.microsoft.com/secdevblog/2018/09/12/microsoft-threat-modeling-tool-ga-release/

SPARTA (threat modeling + risk analysis)

WIP by Laurens Sion @ DistriNet https:/distrinet.cs.kuleuven.be/software/sparta/

By RO Qi v v vy : N

& & *Contoso & 4! Contoso.xmi = 8 | P ThreatAnalysis &2 ) -

B ogvBiv & Orpr w4 0 ® & v z q =
ST W i = - = bt Threatcount: 24 Attacker Model : £ v

- Motivated, capable, organized . i

SE Risk reduction progress: 4.982,71 € of total risk 12.470,42 € reduced. @

L}

Mitigated annualiz 4.982,71 € Total annualized ri: 12.470,42 € =

Residual annualize 7.487,72 € Maximum single lo 15.699,42 € 13

Commands {crossing bo:r:la—r; ----------- go:l;o_sc-);a-usr BOUNDARY . Threatened type risk v vuln risk_LB risk_UE g

Write
database



https://distrinet.cs.kuleuven.be/software/sparta/

Prioritizing threats by risk: SPARTA

Strength S
Vulnerability
V=P(TC>YS)
A
| ThreatCapability TC
LossEventFrequency A
LEF =V x TEF
Risk > ContactFrequency CF
R: =LMx LEF
ThreatEventFrequency
| & . LossMagnitude LM TEF = CF x PoA

‘ N ProbabilityOfAction PoA

SIoN, L., Yskour, K., VAN LaNDuYT, D. AND JooOseN, W., 2018. Risk-based design security analysis. In

Proceedings of the 1st International Workshop on Security Awareness from Design to Deployment - SEAD Dv
IStriN=t
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Prioritizing threats by risk: SPARTA

Is it feasible for an attacker?

LossEventFrequency
LEF =V x TEF

What would be Is it likely to be tried?

the damage?

SIoN, L., Yskour, K., VAN LaNDuYT, D. AND JooOseN, W., 2018. Risk-based design security analysis. In
Proceedings of the 1st International Workshop on Security Awareness from Design to Deployment - SEAD v
’18. New York, New York, USA: ACM Press, pp. 11—18. 52 DistriN=t



LINDDUN

» “STRIDE for privacy”
» Linkability, Identifiability, Non-repudiation, Detectability, Disclosure of

information, Unawareness, Non-compliance
> Kim Wuyts @ DistriNet
» See https://linddun.org
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Threat modeling in practice



Why not defend against everything?

T WS Yo,
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Characteristics of modern software development

> Agile
» 2-week sprints, most valuable feature first, working prototypes
»  Not much focus on architecture and design (code-first)
> Continuous integration, continuous deployment
» New software is deployed multiple times per week/day/...
» Automated testing
> DevOps
» Integration of developers and operational people (sysadmins)

» Infrastructure as code, far-reaching automation

Where does threat modeling fit? - DiStrIN:t




Threat modeling in practice
Process of Toreon

Initiate Model Elicit threats Finalize
Kick-off meeting - ) -
3h (6%) Modeling Model Threat Threat Review Internal |[ Review
Session analysis elicitation analysis preparation QA meeting
7h (16%) 8h (18%) session 8h (18%) 4h (9%) 4h (9%) 3h (6%)
:,'..‘2, () ot ¢ (18%) 4 (4
Scope of Draft system * Final system Draft threat list * Final, ranked Complete Validated Consensus on
the exercise model model threat list report report main threats
* Initial threat * Suggested an.d' suggested
list mitigations mitigations
LEGEND
3. Single expert
I i i . E d
Total effort for one project (without background noise): g Dol an

45 hours

Y
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Other challenges for threat modeling adoption

> Management buy-in
» Requires translating technical threats/risk to business risk!
» Compliance requirements might help as well (cfr. safety)
»  Scaling the process to an entire organization
» Training
» Lack of security expertise
> (Lack of) security culture

»  Security department is often seen as ‘necessary evil’

It's not (only) a technical problem, but also a people/resources one!
58
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The end.



