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Goal: secure your home

› Option 1. Wait for security incident, then fix it
Penetrate & patch

› Option 2. Invite ex-burglar to point out weaknesses, then install 
defenses

Security as an afterthought

› Option 3. Think about security before house is being built,  
involving security professionals

Security by design
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Some terminology

asset

threat agent

vulnerability/
weakness

countermeasure/
control

risk

attack

exploit

threat
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Terminology example

Asset: stamp collection

Threat: collection is stolen
Threat agent: burglar who needs money

Risk: value of collection × likelihood of being stolen

Attack: successful theft
Countermeasure: locked door

Weakness: lock with pin tumbler Exploit: pick the lock with standard tools
Countermeasure: stored in safe

Weakness: safe not anchored Exploit: remove entire safe
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Terminology example

Asset: customer data

Threat: data leaks
Threat agent: script kiddie

Risk: value of data × likelihood of being stolen

Attack: attacker obtains a copy of the data by hacking the application
Countermeasure: firewall

Weakness: only protects at network level Exploit: application-level attack
Countermeasure: access control

Weakness: application has full DB access Exploit: SQL injection
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3 dimensions of security: Goals, Threats, Design
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TÜRPE, S., 2017. The Trouble With Security Requirements. In 25th IEEE International Requirements Engineering 
Conference. IEEE Computer Society.
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3 dimensions of security: Goals, Threats, Design
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I want this data to 
remain confidential

Attackers may try to 
intercept data while 

in transit

Data in transit is 
encrypted

In order for this data to 
remain confidential, given 
that it’s likely that attackers 

can intercept it, the data 
needs to be encrypted 

while in transit

Is encryption 
sufficient to prevent 

interception?

Is interception a likely 
and important threat 
to confidentiality that 
we need to protect 

against?

What are design 
options to ensure 
confidentiality?



GOALS

› CIA triad
Confidentiality
Integrity
Availability

› Extensions (top-level?)
Authentication
Accountability / Nonrepudiation

Auditability
Assurance
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THREATS: STRIDE

› Spoofing

› Tampering

› Repudiation

› Information disclosure

› Denial of service

› Elevation of privilege

9This is only one way to categorize threats, many others exist…
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Spoofing



Tampering
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Repudiation
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Information disclosure
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Denial of service
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Elevation of Privilege
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Everything is connected
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By TAMPERING with the connection Asset: network connection

the password of the user was DISCLOSED to the attacker Asset: user password

which enabled the attacker to SPOOF the user Asset: user authenticity

and change the user’s password to DENY access to the SERVICE Asset: service access

leading to monetary loss for the company Asset: money

If you care about this…

… you should care about this

… and this



Everything is connected
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By TAMPERING with the connection

the password of the user was DISCLOSED to the attacker

which enabled the attacker to SPOOF the user at another service

leading to monetary loss for the other company



The main cause of security problems?

Wrong assumptions!
› About data formats

Names do not contain special characters

› About guarantees provided by other components
Access control will be dealt with later in the process

› About trustworthiness of components
JavaScript sent to a web browser will always run as expected

› About capabilities of attacker
An attacker will never discover this

› About behavior of users
A user would never try to do circumvent this
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Threat modeling
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Threat modeling

“In short, threat modeling is the use 
of abstractions to aid in thinking 
about risks.”

Also known as:
architectural risk analysis (ARA)

What?
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Shostack, A., 2014. Threat Modeling. Wiley.



3 approaches to threat modeling

› Attacker-based
Who are possible attackers?

What would the attacker do?

› Asset-based
What assets do I have to protect?

› System-based
What is the system I’m protecting?
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Attacker-based
“Think like an attacker!”
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“Preparing a meal?
Think like a chef!”

Can you list all
your (potential)
attackers?

Do you know what
they’re after?



Asset-based

› List your assets
What do you want to protect?

What does the attacker want?
Think like an attacker!

› How to protect them?
= what are the threats to these assets?
Back to #1…
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System-based

› What are we building?

› What can go wrong?
And do we care?

› What to do about it?

› Did we do a good job?

4-questions model (Shostack)
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System-based

› Architecture (system details)

› Threats (threat agents)

› Attack surfaces (potential attacks) 

› Mitigations (security controls)

ATASM (Schoenfield)
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Architecture Threats Attack 
surfaces Mitigations



Attack trees

› Similar to fault trees (safety & reliability)
RUIJTERS, E. AND STOELINGA, M., 2015. Fault tree analysis: A survey of the state-of-the-art in modeling, 
analysis and tools. Computer Science Review, 15–16, pp.29–62.

› Root = the attacker’s goal (hence, attacker-based)

› Hierarchically describe different conditions (cause/effect) 
under which the parent may occur; AND/OR decompositions

› Vizualisation: tree, cause/effect (fishbone) diagram, …

(Threat trees)

26SCHNEIER, B., 1999. Attack trees. Dr. Dobb’s Journal, (December).
https://www.schneier.com/academic/archives/1999/12/attack_trees.html
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Attack trees

Steal money 
from customer's 

account

...

... ...

...

... ...

...

... ...

Example (banking)
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Attack trees

Steal money 
from customer's 

account

Steal money 
through ATM

...

Steal money  
through web 

banking

...

...

Example (banking)
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Attack trees Steal money 
from a 

customer's 
account

Steal money 
through ATM

Obtain a 
customer's 
card & code

Rob a 
customer

Fake 
possession of 
a customer's 
card & code 

(AND)

Obtain a 
card

Use card 
left in an 

ATM
Copy a 

card
Fabricate 

a card

Enter 
matching 

code

Guess 
code

Use thermal 
reading to 

obtain code

Pick a code 
and cycle 

through cards

Use own 
card and 

code

Enter a source 
account of 

somebody else

...

Example (banking)
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Attack trees Steal money 
from a 

customer's 
account

...
Steal money 
through web 

banking

Obtain a 
customer's 

login 
credentials

Phishing Shoulder 
surfing

Credentials 
written 
down

Fake knowledge 
of login 

credentials (AND)

Obtain 
password for 

a known 
username

Obtain 
username for 

a known  
password

...

...

Example (banking)
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Attack libraries: CAPEC

› MITRE CAPEC (Common Attack Pattern 
Enumeration and Classification) 
http://capec.mitre.org/

Structured collection of attack patterns (e.g., 
CAPEC-115 Authentication bypass); 

› 26 listed use cases 
(https://capec.mitre.org/about/use_cases.html)

From requirements to evaluation
Common theme: compose a checklist
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http://capec.mitre.org/
https://capec.mitre.org/about/use_cases.html


› XSS and SQL injection

› Custom crypto

Checklist-based evaluation
https://github.com/OWASP/ASVS

https://github.com/OWASP/ASVS


STRIDE

› Originated at Microsoft in 1999

› Spoofing, Tampering, Repudiation, Information disclosure, 

Denial of service, Elevation of privilege

› Nowadays a basis for a lot of practical threat modeling
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Applying STRIDE

› Option 1: Use STRIDE mnemonic when looking for threats
Brainstorming, EoP card game, …

Focus on assets, attackers, software

› Option 2: More systematic variants (~ algorithmic)
STRIDE per element

STRIDE per interaction (implemented in Microsoft’s tool)

› No completeness guarantees!

› Only the discovery of a threat matters, not its precise categorization!
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Applying STRIDE systematically

› Create a model (diagram) of your software

› Apply knowledge base to the model to elicit threats
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Applying STRIDE systematically: an analogy
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Forced 
entry

Stolen 
key

Observe 
inhabitants

Door X X

Window X X

Garage door X X

Fence X X

Possible threats: 
• Forced entry through front door
• Enter through front door using stolen key
• Forced entry through back door
• Enter through back door using stolen key
• Forced entry through kitchen window
• Observe inhabitants through kitchen window
• Forced entry through garage door
• …
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STRIDE input: data flow diagram (DFD)

› External entity

› Process

› Data store

› Data flow

› Trust boundary = a place where principals (with different privileges) interact
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External entity

Process Process

Data 
storeData store

Shostack, A., 2014. Threat Modeling. Wiley.



STRIDE input: data flow diagram (DFD)
Example of a DFD



STRIDE

For each DFD element:
For each STRIDE category:

If table contains an ‘x’ at intersection, you’ve found a (potential) threat

per element
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STRIDE
per element
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Element type Element Threat

External entity Sensor Spoofing of sensor

Repudiation by sensor

Patient Spoofing of patient

Repudiation by patient

…

…

Data store Local storage Tampering with local storage

Information disclosure through local storage

…
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STRIDE: threat trees
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› STRIDE threats are very 

generic

› Threat tree: refinement of 
threats



Microsoft Threat Modeling Tool
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› Catalogs with types of
processes, data stores, 
external entities, 
data flows

Threats

› In practice: generates

lots of irrelevant threats

https://blogs.msdn.microsoft.com/secdevblog/2018/09/12/microsoft-threat-modeling-tool-ga-release/

https://blogs.msdn.microsoft.com/secdevblog/2018/09/12/microsoft-threat-modeling-tool-ga-release/


SPARTA (threat modeling + risk analysis)
WiP by Laurens Sion @ DistriNet https://distrinet.cs.kuleuven.be/software/sparta/
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https://distrinet.cs.kuleuven.be/software/sparta/


Prioritizing threats by risk: SPARTA
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Strength S

ThreatCapability TC

ContactFrequency CF

ProbabilityOfAction PoA

ThreatEventFrequency
TEF = CF × PoALossMagnitude LM

Vulnerability
V = P(TC > S)

LossEventFrequency
LEF = V × TEF

Risk
R = LM × LEF

SION, L., YSKOUT, K., VAN LANDUYT, D. AND JOOSEN, W., 2018. Risk-based design security analysis. In 
Proceedings of the 1st International Workshop on Security Awareness from Design to Deployment - SEAD 
’18. New York, New York, USA: ACM Press, pp. 11–18.
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Strength S

ThreatCapability TC

ContactFrequency CF

ProbabilityOfAction PoA

ThreatEventFrequency
TEF = CF × PoALossMagnitude LM

Vulnerability
V = P(TC > S)

LossEventFrequency
LEF = V × TEF

Risk
R = LM × LEF

SION, L., YSKOUT, K., VAN LANDUYT, D. AND JOOSEN, W., 2018. Risk-based design security analysis. In 
Proceedings of the 1st International Workshop on Security Awareness from Design to Deployment - SEAD 
’18. New York, New York, USA: ACM Press, pp. 11–18.

Is it feasible for an attacker?

Is it likely to be tried?What would be 
the damage?



LINDDUN

› “STRIDE for privacy”
Linkability, Identifiability, Non-repudiation, Detectability, Disclosure of 
information, Unawareness, Non-compliance

› Kim Wuyts @ DistriNet

› See https://linddun.org
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https://linddun.org/


Threat modeling in practice
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Why not defend against everything?
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Characteristics of modern software development

› Agile
2-week sprints, most valuable feature first, working prototypes
Not much focus on architecture and design (code-first)

› Continuous integration, continuous deployment
New software is deployed multiple times per week/day/…
Automated testing

› DevOps
Integration of developers and operational people (sysadmins)
Infrastructure as code, far-reaching automation

56
Where does threat modeling fit?



Threat modeling in practice

Initiate
Kick-off meeting

3h (6%)

Model

Modeling
Session
7h (16%)

Model
analysis
8h (18%)

Elicit threats

Threat
elicitation
session

        8h (18%)

Threat
analysis
8h (18%)

Finalize

Review
preparation

4h (9%)

Internal
QA

4h (9%)

Review
meeting
3h (6%)

Scope of 
the exercise

Draft system 
model 

● Final system 
model

● Initial threat 
list 

Draft threat list ● Final, ranked 
threat list 

● Suggested 
mitigations

Complete 
report

Validated 
report

Consensus on 
main threats 
and suggested 
mitigations

Expert(s) and 
stakeholders

Single expert

LEGEND

OUTCOME:

Process of Toreon
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Total effort for one project (without background noise):
45 hours



Other challenges for threat modeling adoption

› Management buy-in
Requires translating technical threats/risk to business risk!

Compliance requirements might help as well (cfr. safety)

› Scaling the process to an entire organization
Training

Lack of security expertise

› (Lack of) security culture
Security department is often seen as ‘necessary evil’
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It’s not (only) a technical problem, but also a people/resources one!



The end.
Q&A
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